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Data Mining with SQL Server Data Tools

Data mining tasks include classification (directed/supervised)
models as well as (undirected/unsupervised) models of
association analysis and clustering.



Data Mining

Data mining has many definitions and may be called by other names such as knowledge discovery. It is generally
considered to be a part of the umbrella of tasks, tools, techniques etc. within business Intelligence (BI). Many corporate
managers consider Bl to be the heart of all the processes that support decision making at all levels. A definition of data
mining typically includes large datasets, discovering previously unknown knowledge and patterns and that this
knowledge is actionable. That what is discovered is not trivial but can be usefully applied. Bl and its Data Mining
component are receiving considerable attention and fanfare as companies utilize Bl for competitive advantage.

Different authors may address the data mining tasks slightly different from each other but the following terminology
provides a helpful and useful basis for discussing data mining. The data mining tasks are:

. Description

. Estimation

. Classification

. Prediction

. Association Analysis
. Clustering

Description—used descriptive statistics to better understand and profile areas of interest. Thus a variety of well known
statistical tools and methods are used for this task—including frequency charts and other graphical output, measures of
central tendency and variation.

Data Mining Tasks with a Target or Dependent Variable

Estimation, classification and prediction are data mining tasks that have a target (dependent) variable. Sometimes
these, are referred to as predictive analysis; however, many authors reserve the term Prediction to use of models for the
future. The terms supervised and directed apply to these data mining tasks. Estimation data mining tasks have an
interval level dependent target variable whereas classification data mining tasks have a categorical (symbolic) target
variable. An example of an estimation data mining task would be estimating family income based on a number of
attributes; whereas a model to place families into the three income brackets of Low, Medium or High would be an
example of a classification data mining task. Thus, the difference between the two tasks is the type of target variable.

When either an estimation data mining task or classification task is used to predict future outcomes, the data mining task
becomes one of Prediction. Again, estimation and classification are referred to as predictive models because that would
be the typical application of models built for these data mining tasks.

In summary, the most important concept is that estimation and classification data mining tasks require a target variable.
However, the difference lies in the data type of the target variable.

Data Mining Algorithms for Directed/Supervised Data Mining Tasks—Ilinear regression models are the most
common data mining algorithms for estimation data mining tasks. Of course, linear regression is a very well known and
familiar technique. A number of data mining algorithms can be used for classification data mining tasks including
logistic regression, decision trees, neural networks, memory based reasoning (k-nearest neighbor), and Naive
Bayes.



Data Mining Tasks without a Target or Dependent Variable

Association Analysis and Clustering are data mining tasks that do not have a target (dependent) variable. Affinity
analysis is another term that refers to association analysis and is typically used for market basket analysis (MBA)
although association analysis can be used for other areas of study. MBA is essentially analyzing what purchases tend to
be purchased together—that is what items tend to have an affinity with other items. Clustering, having no target
variable, algorithms attempt to put records into groups based on the record’s attributes. The critical concept is that of
similarity—those within a cluster are very similar to each other and not similar with those in another cluster.

Note—Dbecause these data mining tasks do not have a target variable, their corresponding models cannot be used for
prediction. Thus, they are many times exploratory in nature and their results can be used downstream in predictive
models.

Data Mining Examples in this Tutorial

The data mining tasks included in this tutorial are the directed/supervised data mining task of classification (Prediction)
and the undirected/unsupervised data mining tasks of association analysis and clustering. Many users already have a
good linear regression background so estimation with linear regression is not being illustrated. Three data mining
algorithms for the classification data mining tasks will be illustrated and compared: Decision Trees, Logistic
Regression, and Neural Networks. Recall that classification has a categorical target variable.

Association analysis and clustering are the undirected/unsupervised data mining tasks illustrated in this tutorial. The
clustering algorithm is k-means.

Data mining overview summary

Data mining tasks Target Variable | Typical Data Mining Algorithm(s)

Description No Statistics, including descriptive, & visualization
Yes Interval
Estimation Numeric Linear Regression
Classification . Logistic Regression, Decision Trees, Neural Networks,
Yes Categorical ; .
Memory Based Reasoning, Naive Bayes
Prediction Yes Estimation and Classification models for prediction
Association Analysis No Affinity Analysis (Market Basket Analysis)

Clustering No k-means, Kohonen Self Organizing Maps (SOM)




Data Mining Example using SQL Server Data Tools from REMOTE

Once you receive your University of Arkansas MEC account, access will be via remote desktop connection.
Remote access documentation is at the following link:

http://enterprise.waltoncollege.uark.edu/Remote Desktop MEC GW.pdf

Once you’re logged in to REMOTE you can use Microsoft’s Business Intelligence Suite which provides tools that assist
in all phases of business intelligence from building the data warehouse, creating and analyzing cubes to data mining. The
following provides a data mining examples—the data mining models illustrating classification tasks use a table of 3333
telecommunications records. These historical records include the column, churn, which represents whether a customer
left the telecommunications company or not. The idea is to build and select the best model so it can be used for
predictive purposes with new customers.

Click either the SQL Server Data Tools icon the Desktop or click Start and then click SQL Server Data Tools as
shown below.
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SQL Server Data Tools uses Microsoft Visual Studio (VS) as the Integrated Development Environment (IDE) which
will be familiar to VB.NET or C# users. When VS opens, most likely the top will include the menu and tool bar with the
Start Page tab active. Along the left of the Start page are three tabs: Getting Started, Guidance and Resources, and Latest
News.

The Start button will be found at the bottom.

As usual, when you work within VS, many tabs will be created toward the top; these tabs can be closed by right-
clicking and selecting Close; including the Start page tab. A partial screen shot is shown below.
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Note that you may have to scroll down using the scroll on the right to see the Start button.

A data mining project requires using SQL Server Analysis Services—the SQL Server Analysis Server is ENT-
ASRS.waltoncollege.uark.edu. Thus, assuming that the data to be mined is in an accessible SQL Server database (SQL
Server Data Tools in this example), the first step is to connect to Analysis Services Database where you will create your
B1 objects. You will do this in an Analysis Services (AS) database already created for you. That AS database will have
the same name as your user name with AS at the end. Example, a user with a user name ES90100 will have an AS
database named ES90100AS. To connect to/access the database, click File -> Open -> Analysis Services Database. ..



2 Start Page - Microsoft Yisual Studio
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The Connect To Database screen opens as shown below. Enter the Server name, ENT-ASRS.waltoncollege.uark.edu
and press the Enter key. Use the drop down list box to select your database (account ID with AS attached at the end)—
this is where Analysis Services will save your Analysis Services objects. You will only see database/s you can access
(this will be your account with AS added with no spaces). Note that you may have to key this entry.

P Connect To Database
— Database
¥ Connect to existing database
Server: |ent-asrs.waltoncollege.uark.edu
Database: [Es9980443] |
Server l Database [
ent-asrs.waltoncollege.uark.edu ES99304A5

Click the OK button. Visual Studio opens — and the default location for Solution Explorer is the top right. You may need
to use the horizontal scroll bar to scroll to the right to see the Solution Explorer. If it is not there, then click View on the
menu and then click Solution Explorer. The name of your project should be visible with a number of other entries as
shown below. The name of your project may be different from the name used in this example (doesn’t matter). Your
project will have the same name as the AS database you selected.
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The next step requires creating a data source to be used for data mining. Thus, right-click Data Source in the Solution
Explorer and click New Data Source...

Clicking the new Data Source option, the Data Source Wizard opens to its Welcome page. Click Next >

® Data Source Wizard

=] B3

Welcome to the Data Source
Wizard

Use this wizard to create a new data source,
A data source represents a connection to your data.

A data source does not provide features such as caching
metadata, adding relationships, adding calculations, and
adding annotations. To apply these features to a data
source, use this wizard to create the data source, and then
use Data Source Yiew Wizard to create a view that includes
the appropriate features.

[~ Don't show this page again
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The Data Source Wizard then allows the creation of a connection by clicking the New... button.

® Data Source Wizard _ O} x

Select how to define the connection

‘You can select from a number of ways in which vour data source will define its X
connection string. Click the New... button to

create a new connection

¢ Create a data source based on an existing or new connection

Data connections: Data connection properties:

Property l Value

| 2]

Delete ‘

MNew, .,

A valid connection must be selected.

< Back | Finist 22| | Cancel |

4

Although an existing connection may already exist, this example will create a new connection to illustrate how
it works. Click the New... button. Accept the default Provider: Native OLEDB\SQL Native Client 11.0.
Enter the Server name ENT-ASRSL.



Also, use the drop down list box to select a database that has the table for data mining (for this example, the database is
PUBLIC_DATASETS_DM) and click the Test Connection button (lower left) to ensure a connection exists to the
database and click the OK button.

E Connection Manager E3
Provider: | native OLE DESGL Server Native Client 11,0 ~|
e

| g_ Server name:
== [ENT-ASRS1 ¥|  Refresh |
Connection
~Log on to the server
' ?‘ % Use Windows Authentication
- I.I " Use SQL Server Authentication
A
User name; I
Password; I
™ Save my password
—Connect to a database
¢ Select or enter a database name:
4|
(" attach a database file:
l Browse, .,
Logical name;
Test Connection | QoK Cancel | Help
4




Note the Data connection properties and then click the Next button. Select Use a specific user name and password in
the Impersonation Information page — enter your credentials (user name and password provided to you by the
University of Arkansas)—i.e. walton\ES90100 and your password. Click the Next button.

® Data Source Wizard _ (O] <]

Select how to define the connection
You can select from a number of ways in which your data source will define its
connection string.

{* Create a data source based on an existing or new conhection

Data connections: Data connection properties:

ENT-45R51.PUBLIC_DATASETS_DM Property | Walue
Data Source ENT-A5RS1
Initial Catalog ~ PUBLIC_DATASETS_DM
Integrated Sec... SSPI
Provider SOLNCLI1.1
1| | 2]
New... Delete J
< Back | Nexst > | FEinish >>| | Cancel I
i
® Data Source Wizard H=] B3

Impersonation Information
‘ou can define what Windows credentials Analysis Services will use to connect
to the data source,

¢ Use a specific Windows user name and password

User name: |yalton|ES90100

Password: l*******l
" Use the service account
(" Use the credentials of the current user

" Inherit

< Back I Next = I Finish =2 Cancel I

4




Click Finish after you provide a name to your Data Source (in this case ChurnExampleDM).

® Data Source Wizard

Completing the Wizard

Provide a hame and then click Finish to create the new data source.

I[=] B3

Data source name:

Preview:

lChumE xampleDM|

Connection string:

Provider=SGLNCLIT11.1;Data Source=ENT-A5RS51 Intearated Security=SSPI:Initial
Catalog=PUBLIC_DATASETS_DM

< Back | fent> ll Finish I

Cancel l

Z

Next, a Data Source View will
be needed. The Data Source
View is sort of an abstract client
view of the data that allows
changes without affecting the
original tables—a database view.

Right-click Data Source Views
in the Solution Explorer and
click New Data Source View to
open the Data Source View
Wizard. Click the Next button on
the Welcome page

JiE Data Source Yiew Wizard

Name Matching

Mo Foreign keys were found. You can create logical relationships on matching

columns.

=] B3

v reate locical relationships by matching colunns

— Foreign key matches

¥ Same ame as primary key
" Same 1ame as destination table name

" Destination table name + primary key nane

Description and sample:

destination table. For example:
Order.CustomerID to Customer.CustonerID

The source foreign key column name is the same as the name of the primary key cdumn on the

< Back Il Mext = I Fimish =]

Cancel I

4
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(Not shown)

Note that the Relational data source is the one just created. Actually, this page allows creating a new data source in case
one hasn’t yet been created. Because the desired data source exists, click the Next button to define the Data Source

View.

Ensure the Create logical relationships by matching columns is checked and that the foreign key matches has the

Same name as primary key selected. Then, click the Next button.

From the Available objects of the Select Tables and Views dialog, locate and click the desired data sources in
Available objects and click the > to move them to the list of Included objects. In this example, the Churn(dbo) table is
the one that will be used for data mining and thus it is selected and moved to the Included objects list. Click the Next

button.
Il Data Source Yiew Wizard [_ | O] X]
Select Tables and Views
Select objects from the relational database to be included in the data source
view,
Available objects: Included objects:
MName l Tvpe l - |_Mame I Type I
] Account (dbo) Table B churn (dbo) Table
] Baskets1n (dba) Table =
] CaravanTrain {dbo)  Table e
B client (dba) Table Z
O CreditCard (dbo) ~ Table
1 Disp (dbo) Tabe — —
] District {dbo) Table
] GroceryTrans1 {dbo) Table »2
] HMEQ (dbo) Table
1 HMEQIDS (dbo) Table <<
"1 HomeEO (dho) Table e S —
Filter: I e l Add Related Tables I
™ Show system objects
< Back | MNext > Finish =21 Cancel |
4
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The last page of the Wizard allows you to enter a Name—enter ChurnExampleDM in the Data Source name which will
be used as a data source view name in this example and click Finish.

i Data Source Yiew Wizard

Completing the Wizard

Provide a name, and then click Finish to crezte the new data source view.

=] B3

Name:

lChumDMExampIe|

Preview:

«[9 ChurnDMExample

< Back Mext = | Finish l Cancel
%
NVl -olution Explorer >3 X
2@
. ES90100AS(ENT-ASRS)
- =1+ [y Data Sources
_] Churn P 0;0 ChurnExampleDM
RecordID A =l [ Data Source Views
State Jill b 4\ ChurnDMExample
Account Length - [ Cubes
Area Code -+ | Dimensions
Phone i | Mining Structures
Int'l Flan =1+ [y Roles
YMail Plan © e M Role
YMail Message e | Assemblies
Day Mins
Day Calls
e i

The Data Source View is displayed as shown below. Note in the Solution Explorer, the two entries created — a data
source (ChurnExampleDM) and a data source view (ChurnDMExample) — are shown. The churn table columns are

shown because the Data Source View is selected in the Solution Explorer.
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On the left edge as shown on the next page, the Data Source View tab is highlighted and the Diagram Organizer and Tables
are listed.

28 ES90100AS(ENT-ASRS) - Microsoft

File Edit View Project Debug
- @ | 4 B@E| -
. v__.,-»-‘thurnDMExample [Online]* |5
EERE R R S
Diagram Organizer
i <Al Tables>

X000 | 3¢

Tables

= j Churn
=] RecordID
=] State
=] Account Length
=] AreaCode
=] Phone
=] IntlPlan
=] YMail Plan
=] ¥Mail Message
=] Day Mins
=] Day Calls
=] Day Charge

m

Again, this tab can be closed by right-clicking the tab and selecting Close.

Along the way, it is always a good idea to click the Save all icon (multiple blue disks) on the tool bar. If you try to
close a tab that has not been saved, it should prompt you to save your work for that part of the project.

Now that a data source view is available, the next steps are to conduct the data mining.

There are two parts to the data mining process — creating the mining structures and creating the mining models. The
initial mining models are for classification data mining tasks and will include a Decision Tree, Logistic Regression, and
Neural Network model. These models will then be compared to determine the best model. The first model will be a
decision tree.
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The data mining structure defines the domain of a data mining problem and the data mining model involves the
algorithm to run against the data. First create a mining structure by right-clicking Mining Structures in the Solution
Explorer window and selecting Create New Mining Structure which opens the Data Mining Wizard.

Create a new mining structure by right-clicking Mining Structure in Solution Explorer which opens the Data Mining
Wizard. Click the Next button on the Welcome page (not shown) to get to the Select the Definition Method.

Solution Explorer

‘.Zﬁ ‘jj

'y ES90100AS(ENT-ASRS)
[=- | Data Sources
; €» ChurnExampleDM
=~ | Data Source Views
: «{9 churnDMExample
|7 Cubes
|7 Dimensions

Accept the default Definition Method option: From existing relational database or data warehouse and click the Next

button.

¢~ Data Mining Wizard

Select the Definition Method

Select the method to be used while creating the mining structure definition. »

Which method do you use to define the mining structure?
% From existing relational database or data warehouse

" From existing cube

Description:

This method defines a mining structure based on tables and columns from an existing relational
database.

< Back ” Next = I Einish =] Cancel |

4
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The default data mining technique is Microsoft Decision Trees—note, use the drop down list box to select other data
mining techniques. Click the Next button because this example will use a decision tree analysis.

<. Data Mining Wizard Ni=] B3

Create the Data Mining Structure
Specify if mining model should be created and select the most applicable
technique. ‘

¢ Create mining structure with a mining model

“Which data mining technique do you want to use?

" Create mining structure with no models

Description:

The Microsoft Decision Trees algorithm is a classification algorithm that works well for predictive
modeling. The algorithm supports the prediction of both discrete and continuous attributes.

< Back MNext > Eirirsh >3] Cancel

The Select Data Source View (not shown) page already displays the most recently created Data Source View. Note that

if other Data Source Views have been created, they can be located via the Browse button. Because the desired Data
Source View is selected, click the Next button.
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The Specify Table Types page defaults to the churn table as defined in the Data Source View. Also, the format of the
churn table is Case—each record represents one customer record. The Nested format allows directly using multiple
tables in a relational database.

For this example, Case is the correct format so click the Next button.

<. Data Mining Wizard _ O] X]
Specify Table Types

Specify the type of tables to use for your analysis,

Input tables:

Tables l Case I Nested I
@ chum iV r

< Back “ MNext = I Einlst =2| Cancel |

The next page is the Specify the Training Data page. This allows specifying the columns to be used in the analysis and
also the target variable for supervised (directed) data mining tasks — Classification in this illustration. Decision trees,
logistic regression, and neural networks (classification) are directed data mining tasks and the target variable will be the
variable Churn?. The Churn? column has true or false as its values representing whether the customer left the company
(true) or not (false).

The Specify the Training Data page lists each column name of the churn table on a row which allows it to be specified
as a Key, Input, or Predictable. Note that both the Case format and the Nested format require a column to be specified
as a Key. For this example, the RecordID will be specified as the key.

Also, note that in this data mining example, the purpose is to be able to predict those that will churn or not based on
column input values. Thus, the variable Churn? is selected as a predictable variable.
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Not all the columns in the churn table will be used in the data mining analysis. From exploratory data analysis (not
shown), it was determined that the variables (columns) State, Area Code and Phone contained bad data. Also, all the

columns related to Charge were perfectly correlated to the corresponding Mins (Minutes) column so none of the Charge

columns will be used in the analysis.

#~. Data Mining Wizard H=] B3

Specify the Training Data

Specify the columns used in your analysis. "Q

Mining model structure:

| T ables/Colurns |  key | 7 input [F Predict.. |
= @ Chun
¥ %3]  Account Length I 2 W
I~ Area Code [ [ I~
W 4  Chum? I r v
¥ %Z]  CustServ Calls | v |
¥ %] DayCalls [0 2 |
I~ Day Charge & I~ I~
WV %] DayMins = 2 -
[V 451 EveCals | "2 I~
I~ Eve Charge - r I~
¥ %Z]  EveMins [ v I~
[V 421  IntiCalls | v -
I Intl Charge [ I~ |
V %5 IntlMins & 2 |
¥ %21  IntlPlan r v |
¥ %Z]  Night Calls N 2 |
I~ Night Charge [ [ I~
[V %Z]  Night Mins - v I~
I~ Phone [ [ I~
W %5  RecordD 72 I -
I State £ - I
V %51  VMail Message & "2 |
V¥ %21  VMailPlan & ||

Recommend inputs for currently selected predictable:

Suggest

Notice the Suggest button—lower right—will suggest which variables should be included as input variables.
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Click the Next button which displays a page indicating the data types of the variables to be used in the data mining

algorithm.

#~_Data Mining Wizard H=] B3

Specify Columns' Content and Data Type

Sperify mining skrockire coliimns' cantent znd daka Fype.

T
Mining model structure:
Content Type ] Data Type ]
]} Account Length Continuous Double
_] Churn Discrete Text
Z] Cust Serv Calls Continuous Double
] Day Calls Continuous Double
Z] Day Mins Continuous Double
Z] EveCalls Continuous Double
Z] Eve Mins Continuous Double
] Intl Calls Continuous Double
Z] IntlMins Continuous Double
Z] IntlPlan Discrete Text
=] Might Calls Continuous Double
Z] Might Mins Continuous Double
4z] Record ID Key Double
Z] ¥ Mail Message Continuous Double
Z] ¥ Mail Plan Discrete Text
Detect continuous or diszrete for numeric colimns:
Detect I
< Back I Mext = Finis1 ==| Cancel l
4

Notice that the Churn? variable is discrete and needs to be as the objective of the data mining algorithm is to have a

model (decision tree in this case) that will predict Churn? as true or false.

Click the Next button which allows partitioning the data into a training set and a test set. Having a test set for a model

built on a training set is very important. It provides information on the stability of the model and also the generalization

of the model.
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Accept the default 30% random test value — resulting in a training set of 70% of the records.

/<. Data Mining Wizard H[=] 3
Create Testing Set
Specify the number of cases to be reserved for model testing. ~
Percentage of data For testing: |30 _—_:j %o
Maximum number of ceses I jj
in kesting data set: =
Description:
Input data will be randomly split INnto two sets, a training set and a testing set, based on the
percentage of data for testing and maximum number of cases in testing data set you provide, The
training set is used ko create the mining model. The testing set is used to chec< model accuracy.
[Percentage of data for testing] specifies percentages of cases reserved for testing set.
[Maximum number of cases in testing data set] limits total number of cases in the testing set,
If both values are specified, both limits are enforced.|
< Back MNext = Finish =| Cancel
4
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Click the Next button to the last page of the Data Mining Wizard—Completing the Wizard. The user can provide a name
for the mining structure and a name for the mining model. In this example, Churn is used for the name of the mining
structure and ChurnDT is used for this particular Decision Tree model. Click the Finish button.

<. Data Mining Wizard H=] B3

Completing the Wizard V - .
Completing the Data Mining Wizard by providing a name for the mining structure. { >

Mining structure name:

lChurn

Mining model name:
ChurnDT ¥ Allow drill through

Preview:

= A Churn =
= =] Columns
+=] Account Length
\-fj Churn
=] Cust Sery Calls
+=] Day Calls
+=] Day Mins
=] Eve Calls
=] Eve Mins

=] Intl Calls |

< Back Next = || Finish I Cancel |

4

It is important to Process the project. From the Solution Explorer, right-click the Mining Structure entry and click
Process.

I = [ Mining Strucl

AT

e
dlies

[§ Open
¥y Process...

i Browse

If you have not saved since making changes; you will be prompted to save all changes before processing. Click the Yes
button. Click the Run... button (not shown) on the Process Mining Structure-Churn dialog. Processing may take a bit of
time so be patient. The system confirms that Process Succeeded or lists errors if there is a problem. Click the Close
button after the Process completes and then Close to exit the Process Mining Structure dialog.

Review the top left of Visual Studio. Again, many tabs may be present—the ChurnDMExample.dmm[Design],
ChurnDMExample.dsv[Design], Start Page and the row underneath includes the Mining Structure, Mining Models,
Mining Model Viewer, Mining Accuracy Chart, Mining Model Prediction.

Clicking the Mining Models tab provides a summary of the model—recall this is Decision Tree model named

ChurnDMExample.
21



Notice the green circular icon directly above the structure column. The icons on this row allow adding and processing
data mining models—this green circular icon processes one or more data mining models. If this decision tree model has
not been run, then click this icon; the mining structure may request being run again.

ﬁ (e TGl o]y o 7] il ChurnDMExample [Online]

A\ Mining Structure ]f\ Mining Models |,5;_, Mining Model Viewer |_/2| Mining Accuracy Chart |“17 Mining Model Prediction

A Chivn | :
the mining structure and allits related models |°& Yiew

Account Length
hurn

X0qoo | (\_ 1310[dX37 138135

J_é} Eve Calls
2\ Intl Calls
2\ Intl Mins

2} Intl Plan
£\ Might Calls —
2\ Hight Mins ] Churn
) Eve Mins RecordID
=] Record ID State
_g}\ Y Mail Message Account Len
£} ¥ Mail Plan Area Code
Phone
Int'l Plan
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After the model has run, click the Mining Model Viewer tab and Microsoft Tree Viewer from the Viewer drop
down list box.

Churn [Online]* X

[A\ Mining Structure l A, Mining Models l‘l*‘;‘ Mining Model% ] =] Mining Accuracy Chart Mining Model Prediction

Mining Model: IChurn _'J Yiewer: IMicrosoFt Tree Viewer 4% _:_I |

Decision Tree l Dependency Netwark I

':ll :{I —eﬁ‘ éé' E&‘l Tree: I- Churn Z’ Default Expansion: I3 Levels ZI

Histograms: E Background: IF\ll Cases _'_] Show Level 1 '—J— Level 7
(4 Qe fEnaen S
VMail Plan
='no'
Day Mins L =
>= 280.640
E ] V Mail Plan

= 'yes'

Cust Serv Calls
< 3.600

Day Mins
< 245.560

S —

Cust Serv Calls
>=3.600
[ ]

Eve Mins
>= 181.850
Day Mins >= 245.560 and [ ]
< 280.640
= Eve Mins
< 181.850
[ =]

The tree viewer provides options for viewing the tree—for example the default number of levels to display. Also, the
Background drop down list box allows different refinements — in this case, the possibilities are False, Missing, and True
as well as the default for all cases.

Notice that moving the mouse over the bar on a tree node provides data about that node. The one illustrated here is a
leaf node—no other nodes follow it—and it has 56 cases of which 53 are true and 3 are false. Thus, those that have
Day Mins > than 280.64 and also have a Voice Mail Plan are highly likely to churn.
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Click the Mining Accuracy Chart tab.

4

X060 |

% | ~Churn[Online]l|” ChurnDMExanple [Online] | Start Page |

[\ Mining Structure |/\ Mining ¥adels | iL Mining Model Viewer [./;j Mining Accuracy Chart ]‘9 Mining Model P-ediction

Input Selection |Lift Chart | Classification Matrix | Cross validation |

V' Synchronize Prediction Columrs and Values

Select predictable mining model columns to show in the lift chart:

Show | Mining Madel

| Predictable Column Name Predict Yalue

vV 4 ChurnDT

— Select data set to be used for Accuracy Chart

* Use mining model test cases
¢ Use mining structure test cases

(" Specify a different data set

Churn
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Click the Lift Chart tab and select Lift Chart from the Chart type drop down list box.

b _Churn [Online]l | churnDMExample [Online] | Start Page | v X Slutlon Expio., ~ & X
— | = R
2 ||| &\ Mining Structure |/\ Mining Models |§;. Mining Model Viewer l /2| Mining Accuracy Chart l‘? Mining Model Prediction = e
g -, ES90100AS(ENT-4

Input Selection Lift Chart |Classiﬁcation Matrix | Cross Yalidation | - [ Data Sources

o € ChurnExamp
Chart type: ILiFt Chart Ll Profit:Chart Settings) I l_s)J - [ Data Source Viey
!ﬁl ChurnDMEx2
[ Cubes
|z Dimensions

Data Mining Lift Chart for Mining Structure: Churn

100 [l [ Mining Structure:
A, Churn
[} [ Roles
a0 il = Role
‘e [ Assemblies
_‘/

80 5

70
g
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@ i
S ,
™
(.OJ Mining Legend « & X

S0
5 Population percentage:
F-]
o 7
2 40 . -3 J Seties, Model
o i =
[ ~ ChurnDT

II Ideal Model
30
o
20 -
10
0
0 10 20 30 40 50 60 70 80 90 100

Overall Population % KN — i3
fﬁprope“. Minin... Il

The blue diagonal line represents an ideal model and the red line shows the results of the decision tree model— the
Score is the accuracy of the model based on the training dataset which is 97.4%--see lower right hand window named
Mining Legend.

One can also obtain a more traditional lift chart by populating the Predict Value column in the Input Selection
tab— this part of the window is shown below.

Select predictable mining model columns to show in the lift chart:

Synchronize Prediction Columns and Values

Show  Mining Model Predictable Column Name Predict Value ‘
5% ChurnDt Churn | True.
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Click the Lift Chart tab to get a lift chart based on a Predict Value of True as shown below. The green line is an ideal
model, the red line is the decision tree and the blue line would be the result with random guess. The decision tree model
tracks fairly well the ideal model for this training set.

Input Selection  Lift Chart } Classification Matrix I Cross Validation
Charttype: |LiFt Chart =l Profit Chart Settings.,, | _-ﬁ]
Data Mining Lift Chart for Mining Structure: Churn
100 / -
/ g
80 / 3 S
////
e ’ —
£ 60 e
= / s
2 3
S 22
S 40 7 = e
o —
o o
: / -
20 / e
0
0 20 40 60 80 100
Overall Population %

Click the Classification Matrix sub-tab to view a table of the model’s predicted values versus actual values. This model
predicted 842 cases as False that were in fact False but also predicted 34 as False that were actually True; the model
predicted 93 cases as True when in fact they were True but also predicted 30 cases as True when in fact they were False.
Thus, the diagonal values circled in green represent where the model correctly predicted the actual values and they
should be considerable larger than the off-diagonal values which represent where the model missed predicting the actual
values.

A\ Mining Structure I-'\ Mining Models |q;, Mining Model Yiewer [ =] Mining Accuracy Chart ]“? Mining Model Predi

Input Selection | Lift Chart  Classification Matrix | Crass validation |
=3| Columns of the classification matrices correspond ko actual values; rows correspond to predicted values

Counts Far ChurnDT on Churn:

Predicted J False. {(Actual) I True, (Actual)
False. a4z 34

True, @ 93

The values circled in red are values the model predicted incorrectly. The 34 value is referred to as a False Positive—
meaning that the model predicted 170 cases as False when in fact they were True. The 30 value is referred to as a False
Negative as the model predicted it to be True when in fact it was False. Note that the impact of a false positive and a
false negative may be greatly different. Microsoft allows you to take these differences into account via a cost matrix
which assigns cost values to the outcomes.
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Mining Model Parameters

The intent of this tutorial is not to teaching the mining algorithms; rather, it is to provide examples of using Microsoft’s
Business Intelligence Development Studio for data mining. Data mining algorithms generally have parameters that can

be set by the user to improve model development. The user can change selected default parameters of data mining
algorithms by right-clicking the data mining model and selecting Set Algorithm Parameters.

[\ Mining Structure [/’\ Mining Models ]Q;.,, Mining Madel Viewer |_/2] Mining Accuracy Chart |99 Mining Madel Prediction

@ & X
Structure  / |ChurnDT
%, Microsoft_Decision_Trees
ﬁ; Account Length %z| Input Process Mining Structure and All Models. ..
£\ Churn 4] PredictOnly Process Model...
Z\ Cust Serv Calls =] Input B bice Madal
Sh DayCas 2l Jneut Mew Mining Model. ..
2% Day Mins %=z| Input
2\ Eve Calls %z| Input
Q\ Eve Mins $3] Input Set Algorithm Parameters.,
ﬁ Intl Calls 421 Input Set Model Filter ..,
2\ Intl Mins =] Input
% IntlPlan =] Input
Z\ Night Calls 4Z] Input
2\, Night Mins 4=] Input ‘.
2z] Record ID @=| Key <3| Copy
N\ ¥ Mail Message =] Input X | Delete
A\ ¥ Mail Plan 4Z] Input i Properties
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/<. Algorithm Parameters B3

Parameters:
Parameter | Value | Default ] Range |
COMPLEXITY PENALTY (0.0,1.0
FORCE_REGRESSOR
MAXIMUM_INPUT _ATTRIBUTES 255 [0,65535]
MAXIMUM_OUTPUT _ATTRIBUTES 255 [0, 65535]
MINIMUM_SUPPORT 10.0 (U 1 ¢
SCORE_METHOD ww
SPLIT_METHOD [1 3]
— Description:
Specifies the method used to calculate the split score. The available methods are: d
Entropy (1), Bayesian with K2 Prior (3), or Bayesian Dirichlet Equivalent with
Uniform prior (4),
Add Remove QK Cancel | Help

.

The Algorithm Parameters Window above shows the parameters the user can set for decision trees. The particular row
shown indicates a Bayesian Dirichlet Equivalent with Uniform prior method is the default SCORE_METHOD. Change
the default setting to 1 to use the Entropy method.
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Adding Additional Supervised (Directed) Classification Models

Additional data mining algorithms for this classification task can be easily added and compared. For example, neural
networks and logistic regression also are used for creating classification models. To add a model, click the Mining
Models tab and then click the hammer/chisel icon (new model) to open a dialog which allows you to

provide a name and the data mining algorithm you wish to run.

TN ely| i) el —hurnDMExample [Online]

A\ Mining Structure If\ Mining Models ,5;_», Mining Model Viewer |_/2J Mining Accy
@ A X
Structurei Churn
573 Microsoft_Dedision_Trees

A\ Accourk Length $Z] Input

~_§} Churn @ PredictOnly

A\ Cust Sery %z] Input

§ Day Calls %Z] Input

# Day Mins %z] Input

2\ EveCalf Mining Medels Tab Input

#\ Eve Mins %z] Input

g\ Intl Calls %z] Input

2\ Intl Mins %=] Input

ﬁ‘ Intl Plan =] Input

_g} Night Calls =] Input

2\ Night Mins %z] Input

%z] Record ID @z Key

2N ¥ Mail Message %z] Input

N ¥ Mail Plan %z Input




In this example, a neural network and a logistic regression model have been added. Click the green circle icon to run all

the models.

You will get a prompt that indicates the models are out of date, click Yes to build and deploy the project with the new

models.

Microsoft Yisual Studio [ X |

The server content appears to be out of date,
Would you like to build and deploy the project first?

13

Yes

Mo Cancel

Then click the Run button on the next dialog. Note that you may need to click Yes at times to keep the model up to date
and deployed.

The easiest way to compare the classification models is by lift and percent accuracy. Click the Mining Accuracy tab and
note the lift chart for each model compared to an ideal model—shown below is for prediction of True. Also, in the lower
right-hand pane, each model has a score that represents the model’s accuracy—in this case the decision tree model is

superior in terms of model accuracy for this data.
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Recall that the more traditional lift chart show above was viewed base on setting a predict value. As shown below, all

three models have the Predict Value set to True—enforced via checking the Synchronize Prediction Columns and
Values.

Select predictable mining model columns to show in the lift chart:

Synchronize Prediction Columns end Values

Show  Mining Model Predictable Column Name Predict Yalue
52 ChurnDt Churn True,
£ Churnin Churn True,
A, ChurnLogReg Churn True,

The classification matrices for the three mining models are shown below.

J..,_..»-"'i':hurn [Online] | ChurnDMExample [Online] | Start Page |

[A\ Mining Structure |/\ Mining Madels |$J Mining Madel Yiewer [ﬁ Mining Accuracy Chart ]‘37 Mining Model Prediction

Input Selection | Lift Chart Classification Matrix | cross validation |

@l Columns of the classification matrices correspond to actual values; rows correspond to predicted values

Counts for ChurnDT on Churn:

Predicted | False. (Actual) | True. (Actual)
False. 842 34
True, 30 93

Counts for Churnii on Churn:

Predicted | False. (Actual) l True, (Actual) I
False. 847 108
True, 25 19

Counts for ChurnLR on Churn:

Predicted | False. {Actual) l True. {Actual) I
False. 345 106
True, 27 21
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Although not illustrated here, the usual resulting decisions of building these classification models is to select the best
performing model—may be based on cost values instead of just misclassification rate—and apply it new data. Clicking
the Mining Model Prediction tab opens the window shown below. This window allows the user to select a model and
then the data that the model will be applied to.

_ChurnDT [Online]|
[\ Mining Structure |& Mining Models |,5;, Mining Madel Yiewer |ﬁ Mining Accuracy Chart [’V Mining Model Prediction ]_

saL v | =F B

Mining Model & Select Input Table(s) B

= &

%=] Account Length
4 Churn

%Z] Cust Serv Calls
=] Day Calls

=] Day Mins

%=] Fye Calls

Eve Mins

Intl Calls

Intl Mins

Intl Plan

Might Calls
Might Mins v Remave Table.. [ Select Case Table.., ]

1T}

[ Select Model. .. ] Madify Join...

Source Field Alias Show | 3roup  And/Or Criteriafargument

O
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Undirected (unsupervised) Data Mining

Association Analysis, typically used for Market Basket Analysis (MBA), and Clustering are two data mining tasks that
fall into this category of data mining. Clustering will be illustrated using the same churn data as was used with the
classification models (decision tree, neural network, and logistic regression). Because MBA has received so much
attention in the data mining literature and practice press, an example using purchase data will be used to illustrate
association analysis.

Clustering, typically a non-supervised data mining task does not have a target variable. The churn data has an obvious
target variable churn, but two approaches using clustering may be helpful in the data mining process. Recall that
clustering is the process of grouping records (cases) into similar clusters based on their attributes. One approach would
be to leave the churn variable in for clustering—this approach may lead to insights about the attributes of the cases and
the variable churn. Another approach is to leave out the churn variable for clustering and then add the cluster number to
each record (case) that can be used downstream for classification tasks. Either way, clustering typically is not an end
(there are exceptions); rather an exploratory process. Insights learned in the clustering process can be used for further
model development.

There is not an easy way to determine how many clusters to build. Thus, experimenting with the number of clusters
may be necessary for exploring the data. Finally, interpretation and understanding of clusters generally requires
significant domain knowledge.

To illustrate clustering, add a new mining model as shown below—note that the churn variable is included as
PredictOnly. Clustering can be run by leaving Churn? in the analysis to see what cluster(s) it is associated. Also, one
may wish to remove Churn?, run the clustering algorithm, add a cluster number to each record and then run a
classification model. It may make the classification model stronger.

Churn [Online]* |~ ChurnDMExample [Online] | Start Page |

[4\ Mining Structure |/\ Mining Madels I*;J Mining Model Yiewer | = Mining Accuracy Chart |“? Mining Madel Prediction

QAR|x

Structure  / I Churnih I ChurnLR I ChurnCluster

Decision_Trees 'y, Microsoft_Neural_Metwork A, Microsoft_Logistic_Regression “;" Microsoft_Clustering

#\  Account Length %z] Input %=| Input %Z] Input /
5 Churn ' ) PredictOnly 4 PredictOnly 4l PredictOnly
“#\ Cust Serv Calls =] Input %Z] Input %Z] Input
£\ Day Calls 4Z] Input 4=] Input %=] Input
£\ Day Mins 4z] Input %=| Input %Z] Input
£\ EveCalls %z] Input %=] Input %=] Input
2\ EveMins 4Z] Input 4=| Input %=] Input
2\ Intl Calls %z] Input %z] Input %z] Input
i"’,\ Intl Mins %z] Input %z] Input 4=] Input
£\ Intl Plan %z] Input %z] Input %=] Input
#N Night Calls 4=] Input 4=] Input %=] Input
£} Night Mins %=] Input %=] Input %=] Input
=] Record ID 22 Key =] Key ¥Z] Key
£\ ¥ Mail Message %z] Input %z] Input %z] Input
&\ ¥ Mail Plan %Z] Input 4=| Input 4=] Input
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Right click the cluster model, select Set Algorithm Parameters and set the CLUSTER_COUNT value to zero in the
Value column—nheuristics will be used to help determine the number of clusters—the default value is 10.

/< Algorithm Parameters B3

Parameters:
Parameter | value | Default 7 Range I
CLUSTER_COUNT [ [ 10 [0,...)
CLUSTER_SEED 0 [0,..)
CLUSTERING_METHOD 1 1,2,3,4
MAXIMUM_INPUT_ATTRIBUTES 255 [0,65535]
MAXIMUM_STATES 100 0,[2,65535]
MINIMUM_SUPPORT 1 (0,...)
MODELLING _CARDINALITY 10 [1,50]
SAMPLE_SIZE 50000 0,[100,...)
STOPPING_TOLERANCE 10 (0,..)
— Description:
Specifies the approximate number of clusters to be built by the algorithm. If the approximate ;l
number of clusters cannot be built from the data, the algorithm builds as many clusters as
possible. Setting the CLUSTER _COUNT parameter to 0 causes the algorithm to use heuristics
to best determine the number of clusters to build, The default is 10, L'
Add Remove QK Cancel I Help
A
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Run the model and view the results—major tab is Mining Model Viewer and the model selected for viewing is
ChurnCluster from the dropdown menu. There are four sub tabs—Cluster Diagram, Cluster Profiles, Cluster
Characteristics and Cluster Discrimination. The default tab is Cluster diagram. *This may generate an error if the project
is not saved.

- Churn [Online] | ChurnDMExample [Online] | Start Page | >

[\ Mining Structure |/\ Mining Models [Q;, Mining Model Yiewer ]{;j Mining Accuracy Chart |“3? Mining Model Prediction

Mining Model: IChurnCIuster Viewer: IMicrosoft Cluster Viewer LI k|

Cluster Diagram | Cluster Profiles ] Cluster Characteris Cluster Discrimination |

Qb aie B

Shading Variable: lPopuIation

Lef L

Density: None State: |

All Links

Cluster 1

Cluster 7'

- Cluster 10
Cluster 3 CIUSLET £ Cluster 9
Cluster 8
Strongest Links

The slider on the left is set about half way between including all links between clusters and only the strongest links.
Move the slider to the top and then to the bottom to see the links change—Iline density is a measure of strength. Also,
moving the mouse cursor over a cluster indicated how many records (cases) are in the cluster.

Note that 10 clusters have been produced and that the default names for the clusters are cluster 1, cluster 2, cluster 3...
The challenge is to review the records (cases) in each cluster to determine which clusters, if any, may have important
new and usable information.
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Clicking Cluster 3 produces the following and contains 414 records.

Cluster 1

Population: 291

Using the slider bar, one can determine the strongest links are between the different clusters. Click the Cluster Profile
sub tab. This visual is very helpful in determining differences in the clusters. Also, for reference, the entire population is
presented before the first cluster.

Cluster Diagram Cluster Profiles | Cluster Characteristics | Cluster Discrimination |
IV Show legend Histogram bars: E
Cluster profiles
: Populatia. .,
Variables States Sive: 2334
I 221.07 I I I I 1 I
Account Length 99.75
0 b ! 1 ' ! t
False.
Churn True.
@ missing = f |
I 5.56 I | |
Cust Serv Calls 157
= 000 = I = - ! =
| 160.14 I I I | | I |
Day Calls 100.31
I s i | | I | i
| 34552 | I |
Day Mins 180.39
I o I I ! I I {
| 159.22 | I I | | I
Eve Calls 100.10
I e | I | 1 [ |
| 355.95 l I | 1 I |
Eve Mins 201.24
| I I I I I |
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It is not possible to view all the clusters and corresponding attributes in one screen shot—seven attributes are shown
in this portion of the cluster profiler. Notice the different visuals for numeric values versus categorical values.
Explore the clusters.

Click the Cluster Characteristics sub tab. The Cluster: drop down list box allows the user to select a cluster (All
records can also be selected and is the default) for viewing the variables that occur most often in the cluster. Moving
the mouse cursor over a bar provides the probability value.

In this cluster, note that almost all of the customers have remained with the telecommunications company—that is they
did not churn. Also, note that almost all of these customers also did not have either a voice mail plan or an international
plan.

Mining Model: IChurnCIuster 3 Viewer: IMicrosoft Cluster Viewer Z’ |

Cluster Diagram | Cluster Profiles =~ Cluster Characteristics lcluster Discrimination
Cluster: ¥

Characteristics for Cluster 1

Yariables Values Probability

Y Mail Plan no

Intl Plan no

Churn False.

Y Mail Message 0.0-8.2

Intl Calls 2.8-4.5 |
Cust Serv Calls 0.7-1.6 [
Cust Serv Calls 0.0-0.7 [&———— %

Intl Calls 0.0-2.8 [

Intl Mins 10.3-12.1 [—]

Day Calls 113.8- 160.1 =]
Account Length 127.0-221.1 [

Click the Cluster Discrimination sub tab. This window displays the variables that favor cluster 1 and those that do not
favor cluster 1. The user can select clusters from the Cluster 1: drop down list box and compare to the default of
Complement of Cluster to specified clusters via selection in the Cluster 2: drop down list box.

Mining Model: lChurnCluster :J Viewer: |Microsoft Cluster Viewer _:] 2

Cluster Diagram I Cluster Profiles I Cluster Characteristics ~ Cluster Discrimination l

Cluster 1; ICIuster 1 'I Cluster 2: lCompIement of Clust 'l

Discrimination scores for Cluster 1 and Complement of Cluster 1

Variables Values Favors Cluster 1 Favors Complement of Cluster 1
¥ Mail Message {00 e

Y Mail Message 0.0-51.0 I

Y Mail Plan no =

Y Mail Plan ves ]

Recommendations: Clustering is very exploratory so you may try different values for the number of customers and also
remove the Churn variable and rerun the clustering.
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As previously indicated, the Association Analysis will use a different dataset to be more in line with the predominant use
of Association Analysis which is for Market Basket Analysis. Thus a new data mining project may be built using the
GroceryTransl table in the Public_Datasets DM database. Because these steps have already been illustrated, the steps
for creating and Data Source and a Data Source View are not repeated here.

Right click Mining Structures in Solution Explorer and create a new mining structure. In this example,
GroceryTrans Association Analysis is the Data Source View to be used for creating the mining structure.

/<. Data Mining Wizard

Select Data Source View
Select the data source view to provide the cata for the mining structure.

Available data source views:

ChurnDMExample [=] Tables:
GroceryTransassociation&nalysis

GroceryTransl

Browse...

< Back Mext = Finish =] Cancel I
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Select the GroceryTransl table and note that in this case, you need to check both the Case and Nested check boxes. Click
the Next button.

#<. DataMining Wizard H[=] E3

Spedfy Table Types
Sp=cify the type of tables to use For your analysis, \ﬁ
Input tables:
Tables l Case l Nested
@ GroceryTransi [CZ B 2

The format of the data is in transactional format and appears as below.

RecordN  CUSTOMER PRODUCT

br
1 0 hering
2 0 corned_b
3 0 olives
4 0 ham
5 0 turkey
6 0 bourbon
7 0 ice_crea
8 1 baguette
9 1 soda
10 1 hering
11 1 cracker
12 1 heineken
13 1 olives
14 1 corned_b
15 2 avocado
16 2 cracker
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Note that customer is repeated for each item purchased for a single visit — this is referred to as a market basket.
Because the customer is repeated, the way this is handled is to have the single table work both as a case and nested
table. The Customer will be the key value for the Case portion and the Product will be the key for the nested portion.

(See exact settings below)

7<_ Data Mining Wizard =] B3

Specify the Training Data

Speciy the columns used in your analysis. ~

Mining model structure:

[l Tables/Columns | Key | input [F Predic.. |
=] @ GroceryTranst
v 35  CUSTOMER
[ PRODUCT
O Recordhbr
-

-
-
-

I I Y

=] _j GroceryTransl
CUSTOMER.
v #  PRODUCT

I Recordibr

RO (Oja| =

A%

Recommend inputs For currently selected predictable:

Suggest |
< Back l Next = I Finist 2| | Cancel I

4

Click the Next button and set the Customer Key to Long (this is not required but the customer number is not decimal
so no need for it to be double).

#< Data Mining Wizard =] B3

Specify Columns' Content and Data Type

Specify mrining structure columns' content and data type. .

B

Mining mndel skrckire:

Columns I Content Type Cata Type I
4Z] CUSTOMER Key Dousle ~|
= _j Grecery Transl Boolean

@Z]  PRODUCT Key Date
Double

Lonc

Dekect continuous or discrete for numeric columns;

Detect |
< Back “ Mext = I Finish >3>| | Cancel l
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Click the Next button; accept the default of a random test set of 30% and click the Next button. Again, Complete the
Data Mining Wizard by providing a Mining Structure name, a Mining Model name and ensuring that the Allow drill
through check box is checked. See below. Click the Finish button.

/% Data Mirming Wizard

Completing the Wizard o
Compl=ting the: Olata iMrng Weard by prowding a name for the minng struchure. P '

Mg struchns names:

Grocery Trans]

Mg model name:

Grocery Transl = Mbow ol ol

Precgew:

= A Grocery Trarsl

= g 5
1 CLETOMER
+ W Grocery Trars1

Lo ante S S S e e i e L 1)




Run the model and review the results. The sub tabs for the Mining Model Viewer are Rules, Itemsets and Dependency
Network. The Rules tab is the default tab with a default minimum probability of .40 displayed and initially sorted by
probability—right click the columns and select the desired order. Also, change the Minimum

importance: to .23. Also, set the Show: dropdgfvn to Show attribute names only
Rules |Itemsets | Dependency Networkl

Minimurn probability: Filter Rule: I

Minimum importance: ID.23| 3: Show IShOW attribute name only

[ show long name Maxirum rows: Izooo 5:

¥ robability | Importance | Rule

0.923 [ [EE artichok, avocada -> heineken
0.916 _ 0,286 soda, cracker - > heineken
0,909 _ 0.246 baordeausx, turkey - = olives
0.907 _ 0.233 soda, baguette - = heineken
0,906 [ [EEN soda, heineken - = cracker
0,905 _ 0.328 turkey, corned_b - = olives
0,200 _ 0.318 bordeaux, steak - corned_b
0,200 _ 0,239 bordeaux, steak -= olives
0.899 [ [ikezd turkey, bourbon - olives
0.897 _ 0,309 turkey, coke -> olives
0.897 _ 0.418 steak, apples -> corned_b
0.890 _ 0.378 corned_b, olives - hering
0.589 _ 0,433 ham, artichok - > avocado
0.885 _ 0,309 steak, apples -> olives
0.885 _ 0.577 kurkey, coke -= ice_crea
0,880 _ 0,302 kurkey, ice_crea - > olives
0.679 _ 0.264 steak, turkey - > olives
0.876 _ 0.635 sardines, ice_crea - > coke
0,876 _ 0,311 turkey, ham - > olives
0.674 _ 0,295 turkey, corned_b - hering
0.874 _ 0.239 steak, apples -= hering
0,871 _ 0,311 steak, corned_b - = olives
0,870 _ 0,303 soda, baguette - = hering
0.867 _ 0.606 sardines, coke -> ice_crea
0.865 [ [Ehy sardines, chicken - = coke
0.861 _ 0,291 steak, corned_b -> hering
0.860 _ 0.612 ice_crea, chicken -= coke
0.560 _ 0,285 artichok, baguette - = hering

Consider the above rule: sardines, coke-> ice_crea. It has a fairly high probability and also a fairly high level of
Importance. If you have checked to allow drill downs when building the model, Drill down is possible to view customer
baskets for this rule. Right click and select Drill Through.

Click the Itemsets tab -note that you will probably want to set the Show: drop down box to Show attribute name only.
Change this to Show attribute name only. Also, note that the number of rows has been set to 2000.
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The Itemset shows the Support for each of the products—just a count of how many times the product occurred in the
baskets.

‘Rules  Itemsets IDependency Networkl

Minimum support: 1 - Filter Itemset: ] LI
Minimurm itemset size: ]g E: Show: IShow attribute name only LI
Maximum rows: IZDDU 3: [~ show long name
< Support I Size ] Itemset -
410 1 heineken =
349 1 hering
342 1 cracker
341 1 olives
286 1 corned_b
280 1 bourbon
273 1 baguette

Click the Dependency Network sub tab. As with clustering, the slider on the left allows one to investigate the strength of
the links between the products—try moving the slider to the top and then to the bottom.

(@

bordeaux
avocado

baguette

comed_b

sardines

ice_crea
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Click on a node and the strength of the links are highlighted. Below, steak has a strong link to apples and corned_b. Note
the legend at the bottom of the screen to indicate the selected product, the products it predicts and the products that
predict it.

Revised 9/19/2013
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