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Objectives

m Analyze differences between two population means
using the t Test task.

m Verify the assumptions of a two-sample t-test.

m Perform a one-sided test.

T S e
Test Score Data Set, Revisited

iy Gender i@ SATScore () IDMumber
1 |Malz 1170 E14E59357
2 |Femals 1090 33081157
3 |Male 1240 E8137557
4 |Femals 1000 370703597
5 |Malz 1210 E4608757
6 |Femals 370 EO0714297
7 |Male 1020 189073597
8 |Femals 1430 8RB9257
9 |Male 1200 538591857
10 |Femals 1260 85859357
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Recall the study in the previous chapter by students in Ms. Chao’s statistics class. The board of education
set a goal of having their graduating class scoring on average 1200 on the SAT. The students then went
about seeing if the school district had met its goal by drawing a sample of 80 students at random. The
conclusion was that it was reasonable to assume that the mean of all magnet students was, in fact 1200.
However, an argument had arisen among the boys and the girls in planning the project about whether
boys or girls scored higher. Therefore, they also collected information on gender to test for differences.
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Assumptions

Comparing Two Populations

>
o

Boys Girls

m independent observations
= normally distributed data for each group
m equal variances for each group
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Before you start the analysis, examine the data to verify that the assumptions are valid.

The assumption of independent observations means that no observations provide any information about
any other observation you collect. For example, measurements are not repeated on the same subject.
This assumption can be verified during the design stage.

The assumption of normality can be relaxed if the data are approximately normally distributed or if
enough data are collected. This assumption can be verified by examining plots of the data.

There are several tests for equal variances. If this assumption is not valid, an approximate ¢-test can
be performed.

If these assumptions are not valid and no adjustments are made, the probability of drawing incorrect
conclusions from the analysis could increase.



F-Test for Equality of Variances
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To evaluate the assumption of equal variances in each group you can use graphics or the Folded F-test
for equality of variances. The null hypothesis for this test is that the variances are equal. The F-value is
calculated as a ratio of the greater of the two variances divided by the lesser of the two variances. Thus,
if the null hypothesis is true, F will tend to be close to 1.0 and the p-value for F will be statistically
nonsignificant (p > 0.05).

This test is valid only for independent samples from normal distributions. Normality is required even
for large sample sizes.

If your data are not normally distributed, you can look at plots to help determine whether the variances
are approximately equal.

If you reject the null hypothesis, it is recommended that you use the unequal variance #-test in the
t Test task output for testing the equality of group means.
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The t Test Task

x|
t Test lype Data
Data
Analysis W SIS LU S 1t U
Flots ——— - - LI
Titles Mame I .@ Classification variable [Li 3
Mt | s o 4 erce =
@ SATScore Analysiz wariables _5'
2 IDNumber olc
Group analysis by
Frequency count [Limit: -
ﬂ Fielative weight [Limit 1)
« | =
Select a rale to view the context help for that role. d

Preview code Run ‘ hd | Save Cancel Help

The t Test task can be used to test for differences between two independent group means, test for
differences of one group mean from some hypothesized value or test for differences between paired
groups (for example, before/after scores). In addition, the t Test task can be used to test the assumptions
of normality of errors and equality of variances, by providing histograms and quantile-quantile plots,
and a Folded F test for equal variances.
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Equal Variance t-Test and p-Values

t-Tests for Equal Means: Hy: py -, =0
Equal Variance t-Test (Pooled):
T=7.4017 DF=6.0 Prob > |T| = 0.0003
Unequal Variance t-Test (Satterthwaite):
T=7.4017 DF=5.8 Prob > |T| = 0.0004

F-Test for Equal Variances: Hy: 64, = 65,

Equality of Variances Test (Folded F):
F=1.51 DF=(3,3) Prob>F =0.7446
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O First, check the assumption for equal variances and then use the appropriate test for equal means.
Because the p-value of the test F-statistic is 0.7446, there is not enough evidence to reject the null
hypothesis of equal variances. Therefore, ® use the equal variance #-test line in the output to test whether
the means of the two populations are equal.

The null hypothesis that the group means are equal is rejected at the 0.05 level. You conclude that there
is a difference between the means of the groups.

e The equal variance F-test is found at the bottom of the t Test task output.



Unequal Variance t-Test and p-Values

t-Tests for Equal Means: Hy: p; -, =0
Equal Variance t-Test (Pooled):

T=-1.7835 DF=13.0 Prob>|T|=0.0979
Unequal Variance t-Test (Satterthwaite):

T=-24518 DF=11.1 Prob>|T|=0.0320 0

F-Test for Equal Variances: Hy: 61, = 6y,

Equality of Variances Test (Folded F):
F=1528 DF=(94) Prob>F =0.01850
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© Again, first check the assumption for equal variances and use the appropriate test for equal means.
Because the p-value of the test F-statistic is less than alpha=0.05, there is enough evidence to reject the
null hypothesis of equal variances. Therefore, ® use the unequal variance #-test line in the output to test
whether the means of the two populations are equal.

The null hypothesis that the group means are equal is rejected at the .05 level.

Notice that if you choose the equal variance #-test, you would not reject the null hypothesis at the
.05 level. This shows the importance of choosing the appropriate z-test.



Exercise - Two-Sample t-Test

using the
t Test task.

First it is advisable to verify the assumptions of #-tests. There is an assumption of normality of the
distribution of each group. This assumption can be verified with a quick check of the Summary Panel

and the Q-Q Plot.

1. Create a new process flow.

2. Open the TESTSCORES data set from the library.

File  Edit Tasks

WView

-bga Data Creation
=[] Programs
-] egbs00d01
[—]qu Chapter 1 D'emos
E]E_Ei TESTSCORES
L B Summary Statistics

I':'ngg Chapter 1 Exercizes
! B MOBMTEMP

{& 5AS Enterprise Guide - EGBS.egp

Program

Hep | 8- 55| 8 s 0y [ X

Chapter 2 Demos Project

B Run o+ [ Stu:u| [Fiata... |I
W
Program...
Repoart. ..

Stored Process..,.
CLAP Cube. .,

Information Map. ..

FEQANMD B §

Exchange. ..

Perform a two-sample t-test comparing girls to boys on SAT Math + Reading mean score,

Bs Open Data

Lookin: |5 SASUSER

s @-m|x @3-

Fans
@ R
Local Computer EEE BODYFAT
[T BODYFAT2

FT15ALES
SCVIEW

EVEN




3. Select Tasks @ ANOVA = t Test....

Tasks | Program  Tools  Help | 2+ (=~ ‘% | Bh sl O [F X |k

Daka b |er 2 Demos -
Describe b
n = (1 Stop | Export = Schedule = | Zoom + |
Garaph 3
|| AMOMA 3 | [F ot Test... Mo
Regression b | ffe One-way Atiova...
Multivariate PR Monparametric One-Way AMOVA..,
Survival Analysis | [#F Linear Models. .
Capaility v | Mized Models...

4. Leave Two Sample selected.

t Test for Local:SASUSER.TESTSCORES il
ORI restupe
Data
Analyziz
P!':'ts —Choose t Test type: =
Tiles ) " Twao Sample
Properties
p— ~ Pa
Fi Paired
/\ " One Sample o
hd
Compares the mean of the sample to a given number. ;l
[
(=] Preview code Fiurn |'| Save | Cancel Help |

The "Classification wariable" role must have a wariable assigned ko ik,

5. Under Data, choose SATScore as the analysis variable task role and Gender as the classification

variable.
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k Test for Local:SASUSER.TESTSCORES

b Test type
Data
Analyziz
Plots
Titlez
Properties

Data

M arne | E Clazsification wariable [Li _“Inl
s Gender oy
{2 SATScare Analpsiz variables 4 |

i IDMumber -z SATScore
@ Group analyziz by

Frequency count [Limit; ©
E}l Relative weight [Limit: 1)

6. Under Plots, check Summary plot, Confidence interval plot, and
Normal quantile-quantile (Q-Q) plot.

t Test for Local:SASUSER.TESTSCORES ﬂ
t Test tupe Plots
Data
Analyziz
Plots — Tupes 1=
Titles
Properties
v Summary plot
[~ Histagram
[~ Box plat _
v Confidence inkereal plat
F&Normal quatitile-quantile [3-0] phat _I
-
Generates a nomal quantile-guantile (-G plot. For bwo-sample desighs. separate plots are shown for each ;I
clazz in a zingle panel.
[
=] Preview code | Fiun |"| Save | Cancel Help |

7. Change the titles under Properties, if desired, and then click m
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The Q-Q Plot (Quantile-Quantile Plot) is similar to the Normal Probability plot you saw earlier. The
x-axis for this plot is just scaled as quantiles, rather than probabilities. For each group it seems that the
data approximates a normal distribution. There seems to be one potential outlier —a male scoring a perfect
1600 on the SAT, when no other male scored greater than 1400.

The statistical tables are displayed below.

yd If assumptions are not met, one can do an equivalent nonparametric test, which does not make
distributional assumptions. The Nonparametric One-Way ANOVA task can be used to perform
this type of test. It is described in the Additional Topics appendix.

© In the Statistics table, examine the descriptive statistics for each group and their differences.
The confidence limits for the sample mean and sample standard deviation are also shown.

Gender N Mean| Std Dev, S5td Err| Minimum Maximum
Female 40| 1221.0 157.4 24 8864 910.0 1590.0
Male 400 1160.3 130.9 20.7008 890.0 1600.0
Diff (1-2) 60.7500 1448 32.3706

@ Look at the Equality of Variances table that appears at the bottom of the output. The F-test for equal
variances has a p-value of 0.2545. In this case, do not reject the null hypothesis. Conclude that there
is insufficient evidence to indicate that the variances are not equal.

Equality of Variances
Method | Num DF| Den DF F Value Pr=F
Folded F 39 39 1.45 0.2545

© Based on the F-test for equal variances, you then look in the T-Tests table at the ¢-test for the
hypothesis of equal means (Pooled). Using the Equal variance (Pooled) ¢-test, you do not reject the
null hypothesis that the group means are equal. The mean difference between boys and girls is
60.75.

However, because the p-value is greater than 0.05 (Pr > [t| = 0.0643) you conclude that there
is no significant difference in the average SAT score between boys and girls.

Notice that the confidence interval for the mean difference (-3.6950, 125.2) includes 0. This implies
that you cannot even say with 95% confidence that the difference between boys and girls
is not zero. This is equivalent to the p-value being greater than 0.05.

Gender |Method Mean| 95% CL Mean | Std Dev 95% CL Std Dev
Female 1221.00 M70.7 1271.3 1574 1289 2021
Male 1160.3 1118.4 12021 130.9 107.2 168.1
Diff (1-2) Pooled 60.7500 -3.6950 1252 144.8 125.2 171.7
Diff (1-2) Satterthwaite | 60.7500 -3.7286 1252

Method Variances DF | t Value Pr = |t]

Pooled Equal 78 1.88 0.0643

Satterthwaite Unequal 75497 1.88 0.0644



13

Mean of SATScore Difference (Female - Male)
With 95% Confidence Intervals

< Mean

Satterthwaite

Fat
| - |

Pooled

0 50 100

Difference

Confidence intervals are shown in the output object titled Difference Interval Plot. Because the variances
here are so similar between males and females, the Pooled and Satterthwaite intervals (and p-values) are
very similar. Notice that the lower bound of the Pooled interval extends past zero.

e The girls in the class would have a good argument in saying that the point estimate for the
difference between males and females is big from a practical standpoint. If the sample were just
a bit larger, that same difference might be significant because the pooled standard error would
be smaller.
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One Sided Tests and Confidence Intervals

m Used when the null hypothesis is of the form:
— Hy:pskor
— Hp:pzk

m Can increase power

m Tests and Confidence Intervals produced in the
t Test task
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In many situations, one might decide that rejection on only one side of the mean is important. For
instance, a drug company might only want to test for positive differences between their new drug
and placebo and not negative differences. One-sided tests are a way of going about doing this.

The students in Ms. Chao’s class actually had another purpose in mind in collecting the Gender
information. They had read about a study published in the 1980s about girls scoring lower on
standardized tests on average than boys. They did not believe this still to be the case, particularly in this
school. In fact, from their experiences, they hypothesized the opposite — that the girls’ average score now
exceeded the boys’ average score.
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One-Sided t-Test (Upper Tail)

20+

Ho: Hy-H, <0

Percent
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For two-sample upper-tail #tests, the null hypothesis is one of difference between two means. If you
believe that the mean of girls is strictly greater than the mean of boys, this implies that you believe that
the difference between the means for (Female - Male) is strictly greater than zero. That would then be
your alternative hypothesis, Hi: pi-p2 > 0. The null hypothesis is then, Ho: pi-p2 < 0. Only #-values above
zero will give statistical significance. The critical z-value for significance on the upper end will be smaller
than it would have been in a two-sample test. Therefore, if you are correct about the direction of the true
difference, you would have more power to detect that significance using the one-sided test. Confidence
intervals for one-sided upper- tail tests will always have an upper bound of infinity (no upper bound).
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Optional Exercise — Just FYI - One-Sided t-Test (using SAS

@ ) Code)

In order to choose a one-sided #-test, comparing Female to Male, you must add options to the SAS code
created by the t Test task. We will need to alter the SAS Code; but, no problem.

e Because Female comes before Male in
the alphabet, the difference score in the t & SAS Enterprise Guide - EGBS.egp
Test task will be for Female minus Male File Edit W¥iew Tasks Program  Tools  Help
by default.

1. Re-open the t Test task from the previous
section by right-clicking the task in the Project
Tree and selecting Modify t Test from the pull-
down menu.

k Test -
~tog Data Creation B Inpud
BT Programs

L] egbs0ndm & Refreg
[—]Er-ag Chapter 1 Demos
=B TESTSCORES
----- F Summary Statistics
il Distribution Analpsiz
i Distribution Analpsiz]
[—]E-qg Chapter 1 Exercizes
=5 NORMTEMP
----- E  Summary Statistics
il Distribution Analpsis2
il Distribution Analpsis21
I';'I--gqg Chapter 2 Demoz

=B TESTSCORES

2. Click | E; Prewview code at the bottom of the

M

) [=r ©pPen ]
window.
. . . = Runk Test
3. You will now see a window showing the SAS _
code created by the t Test task. This window is | L] Modify b [est
where you can directly edit the Code generated Select Inpidt Data

by SAS Task.
4. Select the Show custom code insertion points and...

5. Scroll down to the part of the code where you see the beginning of the PROC TTEST code.

Code Preview for Task B

™ Show custom code insettion points [E{Ean A |

a

Code generated by SAS Task

Generated on: Sunday, September 13, 2015 at 9:02:38 M [—
By task: t Test

Input Data: SASApp:ISYS 5713 Shared Datasets.TESTSCORES
Server: SASRpp

CDS GRAPHICS ON;

%_eg conditional dropds(WORE.TMPOTempTableInput);

TITLE; -
4 ]
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Code Preview for Task E
¥ Show custom code insertion points Clear All |

-

PROC TTEST
f DATZ = WORK.TMPOTempTableInput
PLOTS (CNLY ) =SUMMARY

/* Start of custom user code (SummaryPlotsCptions) */
<insert custom code here>
1 /* End of custom user code (SummaryPlotsOptions) */

PLOTS (CNLY ) =INTERVAL

/* Start of custom user code (IntervalPlotOptions) */
<insert custom code here>
/* End of custom user code (IntervalPlotCptions) */

PLOTS (ONLY ) =QQ

/* Start of custom user code (QQPlotOptions) */
<insert custom code here>

/* End of custom user code (QQPlotOptions) */

ALPHA=0.05

HO =0

CI = EQUAL
f* Start of custom user code (InProcTTEST) */
<insert custom code here>
/* End of custom user code (InProcTTEST) */

. .
;
‘ _'l_I

6. Click on the <insert custom code here> in the area just after CI=EQUAL.

7. Type SIDES=U.
8. Uncheck the Show custom code insertion points. The PROC TTEST should look like the following.

Code Preview for Task E

™ Show custom code insertion points (][22 | |

-

FPROC TTEST
DATR = WORK.TMPOTempTableInput
PLOTS (ONLY) =SUMMLRY
PLOTS (ONLY) =INTERVALL
PLOTS (ONLY) =QQ
ALPHR=0.05
HO =0
CI = EQUAL
/* Start of custom user code */
SIDES=T
/* End of custom user code */

9. Close the window by clicking [=] in the upper right corner.

10. Click in the t Test task window.

11. Click Mo when asked if you want to replace the results from the previous run.
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Gender N Mean| Std Dev, Std Err| Minimum Maximum
Female |40 1221.0 157.4 24 8864 910.0 1590.0
Male 40 11603 130.9 20.7008 890.0 1600.0
Diff (1-2) 60.7500 1448 32.3706

Gender Method Mean 95% CL Mean | Std Dev 95% CL Std Dev
Female 12210 1M70.7 1271.3 157.4 128.9 2021
Male 11603 1118.4 12021 130.9 107.2 168.1
Diff (1-2) Pooled 60.7500 6.8651 Infty 144 8 125.2 171.7
Diff (1-2) Satterthwaite | 60.7500 G5.8436  Infty

Method Variances DF tValue Pr=t

Pooled Equal 78 1.88 0.0321

Satterthwaite Unequal 75497 1.88 0.0322

Equality of Variances
Method | Num DF| Den DF| F Value Pr=F
Folded F 39 39 1.45 0.2545

Notice that the confidence limits for the difference between Female and Male are different than in the
previous output, even though the Mean Diff is exactly the same.

The upper confidence bound for the difference is now Infty (Infinity). For left-sided tests, the lower
bound would be infinite in the negative direction.

The p-value for the difference between Female and Male (0.0321) is now significant at the 0.05 level.

Mean of SATScore Difference (Female - Male)
With 5% Upper Confidence Intervals

<» Mean
I Satterthwaite
I K -
FPooled
I Fat b
|
0 25 a0 7h 100 125
Difference

The Confidence Interval Plot reflects the one-sided nature of the analysis. This time, the confidence
interval does not cross over zero.

yd The determination of whether to perform a one-sided test or two-sided test should be made before
any analysis or glancing at the data and should be made on subject-matter considerations and not
statistical power considerations.



