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Previously, you learned that when you have a discrete predictor variable and a continuous outcome 

variable you use ANOVA to analyze your data. In this section, you have two continuous variables. 

You use correlation analysis to examine and describe the relationship between two continuous variables. 

However, before you use correlation analysis, it is important to view the relationship between two 

continuous variables using a scatter plot. 

Example: A random sample of high school students is selected to determine the relationship between a 

person’s height and weight. Height and weight are measured on a numeric scale. They have a 

large, potentially infinite number of possible values, rather than a few categories such as short, 

medium, and tall. Therefore, these variables are considered to be continuous. 
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Scatter plots are two-dimensional graphs produced by plotting one variable against another within a set  

of coordinate axes. The coordinates of each point correspond to the values of the two variables. 

Scatter plots are useful to 

 explore the relationships between two variables 

 locate outlying or unusual values 

 identify possible trends 

 identify a basic range of Y and X values 

 communicate data analysis results. 
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Scatter Plots
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Describing the relationship between two continuous variables is an important first step in any statistical 

analysis. The scatter plot is the most important tool you have in describing these relationships. The 

diagrams above illustrate some possible relationships. 

1. A straight line describes the relationship. 

2. Curvature is present in the relationship. 

3. There could be a cyclical pattern in the relationship. You might see this when the predictor is time.  

4. There is no clear relationship between the variables. 

6

Relationships between Continuous Variables
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Correlation between two variables … 

 

As you examine the scatter plot, you can also quantify the relationship between two variables with 

correlation statistics. Two variables are correlated if there is a linear association between them. If not,  

the variables are uncorrelated. 

You can classify correlated variables according to the type of correlation: 

positive one variable tends to increase in value as the other variable increases in value 

negative one variable tends to decrease in value as the other variable increases in value 

zero no linear relationship between the two variables (uncorrelated) 

7

Correlation
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Correlation statistics measure the degree of linear association between two variables. A common 

correlation statistic used for continuous variables is the Pearson correlation coefficient. Values  

of correlation statistics are 

 between 1 and 1 

 closer to either extreme if there is a high degree of linear association between the two variables 

 close to 0 if there is no linear association between the two variables 

 greater than 0 if there is a positive linear association 

 less than 0 if there is a negative linear association. 
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The null hypothesis for a test of a correlation coefficient is =0. Rejecting the null hypothesis only means 

that you can be confident that the true population correlation is not 0. Small p-values can occur (as with 

many statistics) because of very large sample sizes. Even a correlation of 0.01 can be statistically 

significant with a large enough sample size. Therefore, it is important to also look at the value of r itself  

to see if it is a meaningfully large correlation. 

9

Hypothesis Test for a Correlation
 The parameter representing a correlation is .

  is estimated by the sample statistic r.

 H0: =0

 Rejecting H0 indicates only great confidence that 

is not exactly zero.

 A p-value does not measure the magnitude of the 

association.

 Sample size affects the p-value.
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Common errors can be made when interpreting the correlation between variables. One example of this  

is using correlation coefficients to conclude a cause-and-effect relationship. 

 A strong correlation between two variables does not mean change in one variable causes the other 

variable to change, or vice versa. 

 Sample correlation coefficients can be large because of chance or because both variables are affected 

by other variables. 

 “Correlation does not imply causation.” 

10

Correlation versus Causation
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An example of improperly concluding a cause-and-effect relationship is illustrated using data from the 

Scholastic Aptitude Test (SAT) from 1997. The scatter plot shown above plots each state’s average total 

SAT score versus the percent of eligible students in the state who took the SAT. The correlation between 

the two variables is 0.88712. Looking at the plot and at this statistic, an eligible student for the next year 

can conclude, “If I am the only student in my state to take the SAT, I am guaranteed a good score.” 

Clearly this type of thinking is faulty. Can you think of possible explanations for this relationship? 

11
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In the scatter plot above, the variables have a fairly low Pearson correlation coefficient. Why? 

 Pearson correlation coefficients measure linear relationships. 

 A Pearson correlation coefficient close to 0 indicates that there is not a strong linear relationship 

between two variables. 

 A Pearson correlation coefficient close to 0 does not mean there is no relationship of any kind between 

the two variables. 

In this example, there is a curvilinear relationship between the two variables. 
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Correlation coefficients are highly affected by a few extreme values of either variable. The scatter plots 

above shows that the degree of linear relationship is mainly determined by one point. If you include the 

unusual point in the data set, the correlation is close to 1. If you do not include it, the correlation is close 

to 0. 

In this situation, follow these steps: 

1. Investigate the unusual data point to make sure it is valid. 

2. If the data point is valid, collect more data between the unusual data point and the group of data 

points to see whether a linear relationship unfolds. 

3. Try to replicate the unusual data point by collecting data at a fixed value of x (in this case, x=10). This 

determines whether the data point is unusual. 

4. Compute two correlation coefficients, one with the unusual data point and one without it. This shows 

how influential the unusual data point is in the analysis. In this case, it is greatly influential. 

13

Extreme Data Values
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You can use the Correlations task to produce correlation statistics and scatter plots for your data. 

Exploratory analysis in preparation for multiple regression often involves looking at bivariate scatter plots 

and correlations between each of the predictor variables and the response variable. It is not suggested that 

exclusion or inclusion decisions be made on the basis of these analyses. The purpose is to explore the 

shape of the relationships (because linear regression assumes a linear shape to the relationship) and to 

screen for outliers. You will also want to check for multivariate outliers when you test your multiple 

regression models later. 

The Correlations task provides bivariate correlation tables. These tables are accompanied by ODS 

Statistical Graphics. 

14

The Correlations Task
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In exercise physiology, an objective measure of aerobic fitness is how fast the body can absorb and use 

oxygen (oxygen consumption). Subjects participated in a predetermined exercise run of 1.5 miles. 

Measurements of oxygen consumption as well as several other continuous measurements such as age, 

pulse, and weight were recorded. The researchers are interested in determining whether any of these other 

variables can help predict oxygen consumption. This data is found in Rawlings (1998) but certain values 

of Maximum_Pulse and Run_Pulse were changed for illustration. Name, Gender, and 

Performance were also contrived for illustration. 

The fitness data set contains the following variables: 

Name name of the member 

Gender gender of the member 

Runtime time to run 1.5 miles (in minutes) 

Age age of the member (in years) 

Weight weight of the member (in kilograms) 

Oxygen_Consumption a measure of the ability to use oxygen in the blood stream 

Run_Pulse pulse rate at the end of the run 

Rest_Pulse resting pulse rate 

Maximum_Pulse maximum pulse rate during the run 

Performance a measure of overall fitness on a 0-100 scale. 

 

15

Fitness Example
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The purpose of the study is to 

determine which factors are 

associated with fitness level.
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Data Exploration, Correlations, and Scatter Plots 

 

 

Correlation 

Describing the Relationships between Continuous Variables 

a.   Generate scatter plots and correlations for the variables Age, Weight, Height and the 

circumference measures with the variable, PctBodyFat2. 

 Important! Graphics in the Correlations task limits you to 10 variables at a time,  

so for this exercise, run the Correlations task on all variables once without plots. Then, look  

at the relationships with Age, Weight, Height separately from the circumference variables  

(Neck, Chest, Abdomen, Hip, Thigh, Knee, Ankle, Biceps, Forearm, and 

Wrist). 

 Correlation tables can be created using more than 10 variables at a time. 

1)  What variable has the highest correlation with PctBodyFat2? 

 Create a new Process Flow and rename it SASEG8B. 
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 Open the BodyFat2 data set. 

 

 

 Select Tasks  Multivariate  Correlations…. 
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 With Data selected at the left, assign Age, Weight, Height, Neck, Chest, 

Abdomen, Hip, Thigh, Knee, Ankle, Biceps, Forearm, and Wrist to the 

analysis variables task role and PctBodyFat2 to the role of correlate with. 

 

 With Results selected at the left, check the box for Show correlations in decreasing 

order of magnitude. 

 

 Click . 
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The variable with the highest correlation with PctBodyFat2 is Abdomen (measured 

diameter of the abdomen). 

2)  Can straight lines adequately describe the relationships? 
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3)  Are there any outliers you should investigate? 

 Reopen the last Correlations task by right-clicking the icon for it and selecting Modify… 

from the drop-down menu. 

 In Data, remove the circumference variables from the analysis variables task role by 

highlighting them and clicking . 

 

 With Results selected at the left, uncheck all boxes at the right except for Results to display and 

then check the box at the left for Create a scatter plot for each correlation pair. 

 

 Click . 

 Do not replace the results from the previous run. 
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 Repeat the process for the first set of variables for the first 5 circumference variables and then for 

the last 5. 

 Do not replace results from previous runs. 
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Most variables seem to have at least a bit of linear association with PctBodyFat2. 

There seems to be at least one outlier for Weight (over 350 pounds). This same person is likely 

the outlier for several other circumference measures. 
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b.   Generate correlations among all of the potential predictor variables Age, Weight, Height,  

and the circumference measures. Are there any notable relationships?  

 Re-open the first Correlation task by right-clicking the icon for it and selecting  

Modify Correlations2 from the drop-down menu. 

 

 In Data, remove PctBodyFat2 from the correlate with task role by highlighting  

it and clicking . 

 

 Under Results, uncheck all boxes except for Results to display. 

 

 Click . 

 Do not replace the results from the previous run. 
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The highest correlation (0.94088) is between Hip and Weight.   

There is a pattern of high correlations among all of the diameter measures and Weight. None of this 

should be surprising given a lay intuition about the consistency of dimensions of the human body. 
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Possible predictors of Oxygen Consumption 

Perform a correlation analysis relating seven potential predictors of oxygen consumption with the 

variable, Oxygen_Consumption, using the Fitness data set. 

1. Create a new Process Flow and rename it SASEG8B. 
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2. Open the Fitness data set. 
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3. Select Tasks  Multivariate  Correlations…. 

 

 

 You should also investigate the univariate statistics of continuous variables in the data set, 

just as you did in the earlier chapters, using the Distribution Analysis task to explore 

distributions, measure central tendency and spread, and look for outliers. 
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4. With Data selected at the left, assign Runtime, Age, Weight, Run_Pulse, Rest_Pulse, 

Maximum_Pulse, and Performance to the task role of analysis variables and 

Oxygen_Consumption to the role of correlate with. 
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5. In Results, check the box for Create a scatter plot for each correlation pair. Also, check the box at 

the right for Show correlations in decreasing order of magnitude and uncheck the box for  

Show statistics for each variable. 

 

 By default, there will be a maximum of 5 scatter plots produced. If you want to allow for the 

creation of more than 5 scatter plots, then the code will need to be modified. The next steps 

explain how to do that. 

6. Click . 

7. Check the Show custom code insertion points box in the window that opens. 

 

8. Scroll down and type the statement PLOTS=(MATRIX(NVAR=ALL))in <insert custom code here> 

area below the word Rank in the window. 
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9. Click  to close the 

insert custom code 

window. 

10. Click . 

 

 

 

The correlation coefficient between Oxygen_Consumption and RunTime is -0.86219. The p-value is 

small, which indicates that the population correlation coefficient (Rho) is significantly different from 0. 

The second largest correlation coefficient, in absolute value, is Performance, at 0.77890. 
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Scatter plots associated with these correlations are shown below. 
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The correlations and scatter plots indicate that several variables might be good predictors for 

Oxygen_Consumption.  
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When you prepare to conduct a regression analysis, it is always good practice to examine the correlations 

among the potential predictor variables. 

1. With the Fitness data set selected, open the Correlations task again. 

2. Assign all numeric variables except for Oxygen_Consumption to the analysis variables task role. 
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3. In Results uncheck the box for Show statistics for each variable. If you would like scatter plots, then 

check the box for it and repeat the code modifications from the previous task. 

 

4. Click . 
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There are strong correlations between Run_Pulse and Maximum_Pulse (0.92975) and between 

Runtime and Performance (-0.82049).  

The following correlation table was created from the matrix by choosing small p-values. The table is in 

descending order, based on the absolute value of the correlation. It provides a summary of the correlation 

analysis of the independent variables. 
 

Row Variable Column Variable  Pearson’s r Prob > |r| 

Run_Pulse Maximum_Pulse 0.92975 <.0001 

Runtime Performance -0.82049 <.0001 

Performance Age -0.71257 <.0001 

Runtime Rest_Pulse 0.45038 0.0110 

Age Maximum_Pulse -0.41490 0.0203 

Run_Pulse Rest_Pulse 0.35246 0.0518 

 

 


